
Graded Homework 5 Applied Linear Algebra 2 Spring

2024
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Problem 5.1

Suppose the matrices A ∈ Rn×k, x ∈ Rk, Vs ∈ Rk×s, n > k > s + 1, with the columns of A
linearly independent, and the columns of Vs =

[
v1 v2 . . . vs

]
also linearly independent.

5.1.a Consider the constrained linear least squares problem,

min
x∈x0+R(Vs)

‖b− Ax‖2

where x0 ∈ Rk and b ∈ Rn are given. (The constraint set contains vectors of the
form x = x0 + v, v ∈ R(Vs)). Determine a system of equations that determine
the unique solution x∗ = x0 + Vsc

∗
s where c∗s ∈ Rs.

5.1.b Now suppose a column is added to Vs to define Vs+1 =
[
v1 v2 . . . vs vs+1

]
so that the columns of Vs+1 are also linearly independent. Determine a system of
equations that determine the unique solution x̃∗ = x0 + Vs+1c

∗
s+1, where c∗s+1 ∈

Rs+1, to the modified linear least squares problem

min
x∈x0+R(Vs+1)

‖b− Ax‖2.

5.1.c Give sufficient conditions on the columns of Vs+1 so that the two solutions are
related by

c∗s+1 =

(
c∗s
γ∗s+1

)

x̃∗ = x0 + Vs+1c
∗
s+1 = x∗ + vs+1 γ

∗
s+1

Hint: Consider the normal equations for the problems and then exploit the
definition of Vs+1 in terms of Vs and vs+1 to examine the block structure of the
matrices and vectors in the normal equations.
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Problem 5.2

5.2.a

If CG is used to solve Ax = b where A is symmetric positive definite then the iterates and
errors have the form

xk = x0 + α0d0 + α1d1 + . . .+ αk−1dk−1 = xk−1 + αk−1dk−1

e(k) = x∗ − xk, x∗ = A−1b

e(0) = α0d0 + α1d1 + . . .+ αn−1dn−1, αi =
〈e(0), di〉A
〈di, di〉A

〈di, dj〉A = dTi Adj = 0 for i 6= j, 〈di, di〉A = dTi Adi = ‖di‖2A 6= 0

i.e., the vectors {d0, . . . , dn−1} are A-orthogonal.
It can be shown that taking an arbitrary x0 and d0 = r0 = b − Ax0 that we have the

spaces Sk for k = 0, . . . , n− 1 with multiple bases and satisfying the conditions

Sk = span [d0, d1, . . . , dk−1, dk] = span [d0, d1, . . . , dk−1, rk] = span [r0, r1, . . . , rk−1, rk]

rTk dj = 0, j = 0, . . . , k − 1

rTi rj = 0, i 6= j, 0leqi, j ≤ n− 1

xk+1 = x0 + zk = xk + αkdk, zk ∈ Sk.

It is straightforward to show that for CG we have

rT1 d0 = rT1 r0 = 0

span [d0, d1] = span [r0, r1] = span [r0, Ar0] .

Use the definitions and properties of CG given above and assume the induction hypoth-
esis,

Sk−1 = span
[
r0, Ar0, . . . , A

k−2r0, A
k−1r0

]
to show that

Sk = span
[
r0, Ar0, . . . , A

k−1r0, A
kr0

]
.

Hint: Consider the recurrence used in the efficient CG implementation to update
rk−1 to rk which relates rk−1, rk, dk−1 and A.
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5.2.b

Show that xk generated by CG satisfies

‖e(k)‖2A ≤ min
x∈x0+Sk−1

‖x∗ − x‖2A.

(In fact, for CG it is a strict inequality but you need not prove that.)

Problem 5.3

Suppose A is symmetric positive definite matrix and the system Ax = b with solution
x∗ = A−1b is to be solved by Steepest Descent and CG. An approximation of x∗ , denoted
v, is said to be accurate to d decimal digits if

‖x∗ − v‖A
‖x∗‖A

≤ 10−d

where accuracy is measured using the A-norm in this case.

5.3.a. Suppose A is symmetric positive definite with a condition number of 10. De-
termine an expression for a lower bound on the number of iterations of Steepest
Descent would be required to guarantee 6 places of accuracy in the solution of
Ax = b assuming that x0 was accurate to 3 decimal digits?

5.3.b. Suppose all you know about A is its condition number. Would you expect
Conjugate Gradient to be guaranteed to achieve the same accuracy as Steepest
Descent in fewer steps than the the number you determined for the previous part
of the question? If so what is the relationship between the two number of steps?
If not, why not?

5.3.c. What other information about A would you want to know to show that the
number of steps required by Conjugate Gradient to guarantee a given accuracy
is less than the number of steps based on only the condition number?

Problem 5.4

Let A ∈ Rn×n be a symmetric positive definite matrix, C ∈ Rn×n be a symmetric nonsingular
matrix, and b ∈ Rn be a vector. The matrix M = C2 is therefore symmetric positive definite.
Also, let Ã = C−1AC−1 and b̃ = C−1b.

The preconditioned Steepest Descent algorithm to solve Ax = b is:

A, M are symmetric positive definite
x0 arbitrary; r0 = b− Ax0; solve Mz0 = r0
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do k = 0, 1, . . . until convergence

wk = Azk

αk =
zTk rk
zTk wk

xk+1 ← xk + zkαk

rk+1 ← rk − wkαk

solve Mzk+1 = rk+1

end

The Steepest Descent algorithm to solve Ãx̃ = b̃ is:

Ã is symmetric positive definite

x̃0 arbitrary; r̃0 = b̃− Ãx̃0; ṽ0 = Ãr̃0

do k = 0, 1, . . . until convergence

α̃k =
r̃Tk r̃k
r̃Tk ṽk

x̃k+1 ← x̃k + r̃kα̃k

r̃k+1 ← r̃k − ṽkα̃k

ṽk+1 ← Ãr̃k+1

end

Show that given the appropriate consistency between initial guesses the preconditioned
steepest descent recurrences to solve Ax = b can be derived from the steepest descent
recurrences to solve Ãx̃ = b̃.
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